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Abstract:
Tons of research is being performed on Large language models (LLMs) and personalization, for
their amazing capabilities and real-world needs, respectively. In this talk, I will present three
popular research paradigms on this topic, including (1) Personalization for LLM, (2) LLM for
Personalization, and (3) Personalized LLMs. Specifically, I will introduce a few advanced LLM
techniques, such as knowledge augmentation, cross-lingual instruction tuning, LLM-based user
modeling, and personalized parameter-efficient fine-tuning (PEFT) for LLM democratization.
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